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Abstract. Nowadays, human overpopulation is stressing our ecosystems in different ways, agriculture being a critical example
as different predictions point towards food shortages in the near future. Accordingly, smart farming is becoming key to the
optimization of natural resources so that different crops can be grown efficiently, consuming as few resources as possible. In
particular, greenhouses have proved to be an effective way of producing a high volume of vegetables/fruits in a reduced space
and within a short time span. Hence, optimizing greenhouse functioning results in less water use and nutrient consumption, less
energy use, faster growth, and better product quality. In this article, we carry out an in-depth analysis of different machine learning
(ML) models to improve climate control in smart greenhouses. As part of the analysis of the techniques we also considered 3
ways of pre-processing the data, as well as 12-hour and 24-hour forecasting. We focus on forecasting the indoor air temperature
of an operational smart greenhouse, i.e. assessing the data anomalies that are inherently present in these environments due to
the instability of IoT infrastructures. Several ML models are adapted to time series forecasting to provide an overview of these
techniques and to find out which one performs better in this particular scenario. Our results show that, after statistically validating
the results, the Random Forest Regression technique gives the best overall result with a mean absolute error of less than 1 degree
Celsius.

Keywords: Precision Agriculture, Artificial Intelligence, Machine Learning, Temperature Forecasting, Smart Greenhouses

1. Introduction

Global population growth and shortages of natural products are having a transformative effect on agriculture.
Precision agriculture (PA) was created as a discipline that seeks to use the latest technologies to achieve higher
crop yields with less investment, greater sustainability and improved food safety [1]. PA is a general term that not
only works with extensive agriculture, but also applies its novel techniques to different types of crops, including
those grown in indoor facilities such as greenhouses. Along these lines, in recent years, new technologies have been
introduced in greenhouses that are able to improve yields in a sustainable way [2]. A greenhouse is an agricultural
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structure that seeks to extend the production season by providing controlled indoor microclimatic conditions ac-
cording to the type of crop [3]. Greenhouse agriculture in semi-arid regions, such as the Mediterranean region, has
a high productive potential due to its climatic advantages. However, this potential can be further increased if more
technological resources are integrated to control its climatic conditioning, as well as to reduce the costs involved
with the use of natural resources, such as water or energy [3].

One of the most economically and environmentally relevant factors in greenhouses is climate control [4]. It is
an effective tool for maintaining a satisfactory environment inside the greenhouse that meets the requirements of
high-yielding crops as well as reducing energy and water consumption. Maintaining ideal conditions inside the
greenhouse requires cooling and heating systems that consume between 65 and 85% of the total energy consumed
in the greenhouse [5]. This is particularly relevant in semi-arid regions, it being estimated that the cooling energy
consumption in the Mediterranean region is about 100,000 kWh/ha per year [6]. Therefore, one of the main ob-
jectives when designing smart greenhouses is to optimize the use of their energy resources in order to reduce their
carbon footprint, and thus their environmental impact, while also increasing their economic sustainability [7].

A traditional greenhouse is defined as a predominantly metal structure for agricultural cultivation, covered with
plastic sheeting. In these conventional greenhouses, they have a wired infrastructure with few resources and many
communication problems, which leads to manual monitoring in many cases. These conventional practices require a
lot of resources, especially human resources and possible wastage of energy due to the lack of exhaustive climate
control. In addition, the lack of comprehensive climate control leads to lower crop yields, [8, 9]. A few years ago,
technological progress made it possible to upgrade the status of greenhouses and create smart greenhouses. These
greenhouses use all the resources of technology, sensors, communication networks, framework and communication
protocols, as well as data storage,analysis and processing, among other things, to obtain a better performance using
a lower amount of resources, while being more economically and environmentally sustainable [10, 11]. The advan-
tages of a smart greenhouse over a conventional one include water savings, as it is possible to measure and control
the exact amount of water needed by the plants. There is also a reduction in the use of pesticides, which benefits
the production of organic crops, as pests can be controlled more efficiently and treated with organic products. Fi-
nally, the energy savings are significant, since actuators responsible for heating, humidifiers, shading, etc. are only
activated when they are really needed and are disconnected when the optimum climate control is reached, meaning,
there is a high precision in the control [12, 13]. Several works can be found in the literature which deal with optimiz-
ing climate control in greenhouses. For instance Revathi, Radhakrishnan and Sivakumaran [14] described a classical
control system for a greenhouse using a proportional-integral-derivative (PID) control. The main disadvantage of
PID-based greenhouses is that they focus on the current state of a single environmental factor, so actions are taken a
posteriori. Some ML methods have been proposed to forecast greenhouse internal variables [15, 16]. However, these
works are based on the definition of very limited ML techniques, using models with one or very few input variables,
usually obtained from publicly available or artificially created databases that have already been curated. Indeed,
current smart greenhouses rely on Internet of Things (IoT) infrastructures that are widely used for climate control
[17-19]. These IoT deployments are based on several sensors which measure environmental conditions both inside
and outside the greenhouse. However, data quality in such climatically aggressive environments is usually not good
enough to develop data-based models like ML ones. In this paper, we analyze in depth the use of ML techniques
used to forecast the indoor air temperature of an operational greenhouse and deal with its climate control. Several
ML methods are designed for time-series regression of this variable, focusing on different data dimensions such as
quality, granularity, seasonality and forecast horizon. Main contributions of the paper include the following:

— Design and optimization of up to four ML techniques for indoor temperature forecasting in an operational
greenhouse. The techniques designed and adjusted for time series forecasting include the following: Autore-
gresive (AR), Autoregresive Integrated Moving Average (ARIMA), Random Forest Regressor (RFR) and K-
Nearest Neighbors Regressor (KNNR).

— Design and tuning of data pre-processing techniques for data-curation of the raw data obtained from the sensors
of an operational greenhouse in real-time.

— Different hourly granularities are considered in the forecasting, as well as a 12-hour and a 24-hour prediction.

— Comparison and analysis of the results obtained. In the analysis, different hourly granularities are considered
when making the forecasts, along with forecasts at 12 and 24 hours, and also different types of data sanitization
(pre-processing)
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The rest of the paper is organised as follows. Section 2 shows related works under the umbrella of ML applied
to forecasting climatic variables in greenhouses. Section 3 describes in detail different approaches proposed and the
artificial intelligence methods used to compare and evaluate results. Section 4 shows the performance results for
the pubsub solution and for the artificial intelligence models. Finally, section 5 presents the main conclusions, and
discusses future works.

2. Related Works

IoT systems have revolutionized the agricultural production system in recent years. These systems allow a set
of sensors to be deployed to monitor different environmental and agronomic variables so that farmers can control
their crops. Particularly noteworthy is the technological proposal in greenhouses. Although greenhouses represent
a great source of benefits for farmers, as they increase the yield and production of crops, they come with increased
responsibility as the climatic conditions of the crops must be controlled and acted upon periodically. Since IoT
systems greatly help with this monitoring and acting on the systems, research in this area is increasing [20, 21].

In most applications of IoT systems applied to agriculture, monitoring and control account for most of the re-
search, but prediction for anticipation of problems is still an understudied field [21]. Thus, in [22], the authors pro-
pose the use of low-cost irrigation controllers through software embedded in an arduino. The system takes measure-
ments of the air and substrate to ensure optimal plant growth.In [23] a study is carried out on IoT for smart agricul-
ture, analyzing the specific issues and challenges associated with the implementation of IoT to improve agriculture,
surveying the wireless communication devices and technologies associated with IoT in agricultural and livestock
applications, highlighting the difficulties associated with these solutions. In [24], a microcontroller is developed to
control the microchamber of a greenhouse with the aim of increasing the productivity of two varieties of lettuce.
The experimental results shows that the designed equipment worked according to the implemented programming al-
gorithm. However, the ventilation, misting and shading actuators did not control the environmental variables, due to
their undersizing, although they did control irrigation correctly. In [20], the authors present an IoT system deployed
in a greenhouse to enable automated monitoring and control of temperature, humidity and light variables. The IoT
system monitors the greenhouse and automatically activates actuators based on current data and pre-determined
thresholds. In addition to those mentioned above, there are many applications that can be found which control and
monitor greenhouses [25-27]. However, there are very few papers in the literature that design algorithms to forecast
climatic variables inside a greenhouse. A study that uses forecasts to anticipate problems in a greenhouse is pre-
sented in [28]. The authors detail a real-time decision support system for disease prevention in a greenhouse tomato
crop. This system monitors the greenhouse microclimate and then uses a system of rules to identify possible tomato
diseases based on the climatic conditions to which the tomatoes have been exposed. Experimental results show that
the system increases the effectiveness of climate control, while providing support for the prevention of diseases that
are difficult to eradicate. In [29], an investigation to forecast the indoor temperature of a greenhouse is carried out
using linear auto regressive models with external input and auto regressive moving average models with external
input. Outdoor air temperature and relative humidity, global solar radiation and sky cloudiness are used as input
variables for the models. The models are able to describe the greenhouse temperature evolution satisfactorily, but
when the greenhouse is being ventilated, they are not accurate due to the nonlinearity of the ventilation strategies.
Another work that also uses autoregressive models for temperature prediction is discussed in [30]. The problems and
solutions found are similar to those already discussed. In [31], there is another work that considers autoregressive
models as being ventilated to predict the indoor temperature of a greenhouse in Thailand. However, in this work,
in addition to the regressive models, a neural network is considered to forecast this variable. The results indicate
that the neural network in combination with autoregressive models achieves more accurate results. A similar in-
vestigation to the previous one but undertaken in Mexico is presented in [32]. In this study, the authors propose a
structure of an autoregressive model together with a neural network trained by a Levenberg-Marquardt backpropa-
gation algorithm to forecast the indoor temperature of a greenhouse. To perform this forecasting, the procedure uses
external climatic variables. Another work forecasting the indoor temperature of a greenhouse is presented in [33].
To forecast the temperature it uses humidity, indoor temperature and light intensity as input parameters. As part of
the research, a BP neural network enhanced with a K-Nearest Neighbor algorithm is applied.
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(a) Boxplot of raw data for indoor temperature data from
the greenhouse, where you can see a large number of ex-
isting outliers (the black circles at the top and bottom of
the box plot), the maximum and minimum values (not
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(b) Time series of raw data for indoor temperature data
from the greenhouse, in which the distribution of values
and their trend over time can be observed. The X-axis
shows the dates on which the values were collected and
the Y-axis shows the degrees Celsius for that particular
date.

considered outliers) of the time series (the whiskers of the
box plot), the concentration of most of the values (the box
plot -quartile 1 and 3-) and the median (the inner line of
the box plot -quartile 2-).

Fig. 1. Description of the raw greenhouse indoor temperature data collected by the sensors.

As can be seen, there are many studies on control and monitoring, but few very specific ones in terms of forecast-
ing the temperature inside greenhouses. All the studies have a consensus on the importance of this variable. In the
works on indoor temperature forecasting, more than one variable is used to carry out such a forecast and not all of
them consider temperature data as a time series. Therefore, the design for this work uses only the temperature vari-
able, simplifying the model as we only control and collect data on one variable, allowing the possibility of applying
this system in greenhouses where technological resources are usually scarce.

3. Materials and Methods

As previously mentioned, this paper aims to design and optimize four ML techniques to forecast the indoor
temperature for an operational greenhouse. This section first describes the dataset and procedures that have been
used for data curation. It is important to note that we are interested in demonstrating which ML model is more
tolerant to the more than likely presence of noise in the data generated by the greenhouse, so different datasets
are generated. It then briefly introduces the four ML techniques used, providing details about how they have been
designed and adapted to work with this time series data.

3.1. Data curation and testing dataset preparation

The greenhouse being studied has been in continuous operation since June 2018 and has generated a dataset with
more than three years of real operational data for the greenhouse, including up to 21 different variables as previously
mentioned. The greenhouse is operating in a semi-arid region under extreme climate conditions, particularly in
summer, where temperatures of more than 45 °C can be reached. It is also important to note that the sensor systems
are energy efficient and they therefore reduce the amount of data submissions through the network by not sending
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data when there is no change in a particular variable. In other words, if the temperature does not change for a
following 5-minute interval, the data is not published to the “Temperature” topic of the MQTT broker. Under these
conditions and over such a long sampling period, a large number of errors and null values, among others, are
expected to be in the dataset obtained, which may compromise the training procedures of ML models. Indeed,
Figure 1 shows a data description of the raw historical data of the greenhouse indoor temperature (TBS). Figure 1a
shows the maximum value registered is 55°C, the minimum value -5°C, and the average value is 22.9°C with a clear
concentration between 19°C and 28°C (see Figure 1b). It is highly unlikely temperatures below 0°C or above 50°C
can occur in the area where the greenhouse is currently operating, meaning there are few out-of-range values that
need to be fixed before carrying out the subsequent steps. As such, several types of action need to be taken for data
sanitization to ensure a good starting point for training the ML models.

Figure 2 shows a three-day period to draw attention to the effects of applying all sanitization techniques. Figure
2a shows the raw information as retrived from the greenhouse. It is worth highlighting that there are missing values,
so the first step in our sanitization procedure is to fill in the existing gaps due to the low-power mode of the sensor
system. This is straightforward as it is deactivated when the temperature inside the greenhouse does not change.
Consequently, the backfilling merely consists of replicating the last value collected before the gaps appeared in the
time series. This procedure generates the DIRTY dataset (see Figure 2b). The next step is to dig deeper into the raw
data generated in the greenhouse by performing an outlier removal and interpolating those values that have been
denoted as outliers. The identification of outliers is carried out as follows. First of all, those values that could be
considered as outliers need to be identified by applying the Standard Deviation (STD) formula with a threshold of
95%. Additionally, the atypical values need to be identified , i.e. those values that cannot be considered outliers
by definition, but are erroneous values within the time-series and, for this reason, a window method is used that
compares the current value with the average of the last 3 values and checks that the difference does not exceed 3
degrees in absolute value. Once all the outliers or atypical values have been identified, a data imputation is carried
out by performing a linear interpolation of data, i.e. the imputed value is equal to the mean of the previous value
and the next value. This step ends with the generation of the CLEAN dataset (see Figure 2c). The last dataset is
obtained by smoothing the CLEAN dataset. Several ML techniques benefit from data smoothing [34]. This statistical
approach attempts to remove outliers from the data set, making patterns more discernible. During data compilation,
data can be altered to reduce or eliminate any wide variations or other statistical noise. Smoothing helps ML models
find trends or patterns that would otherwise have been missed. This approach uses simplified enhancements to better
forecast various patterns. It focuses on creating a basic direction for the main data points, avoiding any volatile
data and drawing a smoother curve through the data points. There are several techniques for data smoothing [35].
Among them, it is worth highlighting Kakman Filters (KF) [36] as it has been widely used for time series smoothing
in many domains [37-39]. KF provides a sequential, unbiased, and minimum error variance estimate that works
well for discrete-time filtering problems where the underlying physical phenomenon is modeled as a discrete-time
process [40]. As a result, a new smooth greenhouse temperature time series was generated as shown in Figure 2d.

Finally, three temporal granularities are studied. Firstly, the values (i.e., 5-minute temperature samples) included
in all the datasets described above are grouped into 15, 30 and 60-minute datasets. This temporal grouping is carried
out by applying the arithmetic mean of the values in that interval. Secondly, the datasets are divided into summer (i.e.
XXX-SUMMER) and winter (i.e. XXX-WINTER) periods. In semi-arid regions such as southern Spain, the winter
periods are much more stable than the summer periods, where the thermal amplitude is much greater. It is important
to note that this division is made only for the testing phase of the algorithms. The training is performed on the
complete dataset. Table 1 summarizes the description of the datasets that have been used to carry out the temperature
forecasting. It shows the start date of the data, the end date and the number of instances contained in each dataset.
Each dataset contains the temperature values of a greenhouse between the indicated dates, distinguishing between
winter and summer.

3.2. Data transformation
In order to adapt the regression models to time series models, some transformations need to be performed in the

dataset, to adapt the time series to a regression problem (supervised problem) with which the model can work. This
transformation consists of grouping the data in windows of a certain number of values, for which the output would
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(a) Three day time series for raw data as generated by the
greenhouse. At this point, no data pre-processing has been
performed. The data are displayed as they are sent and
collected from the greenhouse itself.
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(c) Three day time series for CLEAN dataset; i.e. af-
ter removal of outliers. At this point the data has been
cleaned, removing outliers, atypical values, out of range
values, filling missing values, etc. Accordingly, the dataset
is clean, and optimized for artificial intelligence models.
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(b) Three day time series for DIRTY dataset; i.e. after fill-
ing the gaps generated by low-power mode. At this point
there are no longer any empty values in the time series
since they have been filled in by interpolations of data, in
order to maintain the characteristics of the original time
series.

s
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(d) Three day time series for SMOOTH dataset; i.e. af-
ter smoothing. At this point the data have been smoothed
by Kalman filters to eliminate possible peaks (noise) that
the time series shows, meaning some imperfections that
might be found in the data collection are eliminated, al-
though it could also be the case of removing some impor-
tant information from the data.

Fig. 2. Snapshot of the indoor temperature of the greenhouse, where you can see the changes in and effects of the pre-processing of the data.
Since they are collected raw, the empty values are filled in (DIRTY), while the data are cleaned (CLEAN) and smoothed (SMOOTH). A window

of 3 random days was chosen to show the effect of data pre-processing.

be the next value to the current window. An example of this approach using windows of three values can be seen
in figure 3. Once the data have been transformed into windows, in order to convert the time-series problem into a
supervised problem, they can be used as input to the models, “X” being the set of features and “y” the target to be

achieved.

3.3. Machine Learning models

This section describes the four machine learning models used:
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Datasets Start date | End Date | # Instances
CLEAN-DS-15-SUMMER 18-12-18 | 06-06-21 86544
CLEAN-DS-15-WINTER 18-12-18 | 17-01-21 73104
CLEAN-DS-30-SUMMER 18-12-18 | 06-06-21 43273
CLEAN-DS-30-WINTER 18-12-18 | 17-01-21 36553
CLEAN-DS-60-SUMMER 18-12-18 | 06-06-21 21637
CLEAN-DS-60-WINTER 18-12-18 | 17-01-21 18277

DIRTY-DS-15-SUMMER 18-12-18 | 06-06-21 86544
DIRTY-DS-15-WINTER 18-12-18 | 17-01-21 73104
DIRTY-DS-30-SUMMER 18-12-18 | 06-06-21 43273
DIRTY-DS-30-WINTER 18-12-18 | 17-01-21 36553
DIRTY-DS-60-SUMMER 18-12-18 | 06-06-21 21637
DIRTY-DS-60-WINTER 18-12-18 | 17-01-21 18277

SMOOTH-DS-15-SUMMER | 18-12-18 | 06-06-21 86544
SMOOTH-DS-15-WINTER 18-12-18 | 17-01-21 73104
SMOOTH-DS-30-SUMMER | 18-12-18 | 06-06-21 43273
SMOOTH-DS-30-WINTER 18-12-18 | 17-01-21 36553
SMOOTH-DS-60-SUMMER | 18-12-18 | 06-06-21 21637
SMOOTH-DS-60-WINTER 18-12-18 | 17-01-21 18277

Table 1
Dataset description

Raw Window data
data

I EEEE EEEE EEES
1 2 3 4
3 4 5 6

N o W N

Fig. 3. Data transformation process example using a three values window.

— Autoregresive (AR):This ML model performs prediction by linear combination in a univariate model. An

autoregressive model regresses on the same variable being studied, allowing it to handle a wide range of
different time series patterns. [41].

Autoregressive Integrated Moving Average (ARIMA): This Autoregressive model is a linear statistical
model that allows regressions of statistical data to find patterns for future prediction ([42]). It is a combination
of autoregression (AR) which refers to the lags of the series, while moving average (MA) refers to the lags of
the errors and finally integration (I) is the number of differences used to make the time series stationary.
Random Forest Regressor (RFR): Random Forest Regression (RFR) is an extension of regression decision
trees (DTR), which are easy-to-interpret ML models as they generate a model tree that can be easily trans-
formed into decision rules. This method may not be sufficient for the model to learn the characteristics of the
model and in addition, DTRs have the problem that they often suffer from overfitting, so multiple decision
trees created randomly are often used along with a decision system that allows the model to be improved. It

O O d oy U W NP

[ T N N N N N N N O O O O O R O O O N N N N e e R N T
H O W I o U W NP O W W Jd oUW N R O WV o Jo U W NP O VW W Jdo U s W N PO



@ J oy U W N

Qs s s s s s s D DWW W W W W WwWw W W NNNNNDNNNNN R R R R R R e e P e
H O W © < o 0 W N O W Jdo W N R O VW O do s W NP O WV ®Jd o s W N R OV

8 J. Morales-Garcia et al. / Evaluation ML-models climate control Smart Greenhouses

is precisely this set of trees that forms the Random Forest algorithm as it can be seen as a forest of random
trees. This algorithm shows very good results in regression, and together with ANN:Ss, it is widely used for its
robustness and speed. [43].

— K-Nearest Neighbors Regressor (KNNR): This algorithm is based on the similarity of sample characteristics,
such that a new sample is assigned a value based on its similarity to the samples in the training set. Initially,
the distance between the new point and each training point is calculated. For this work, the distance has been
calculated using the Euclidean distance formula, but it can be calculated by other methods, such as the Man-
hattan distance formula. This algorithm is rather more popular for classification problems, although it is also
used in regression problems, called KNNR. A disadvantage of these methods is that the number of neighbours
(k) to be considered with respect to the new sample has to be set. In our case, K=24 has been used. The choice
of the value of K is important, because if it is a very small value there may be overfitting, i.e. the classification
is too close to the training set. Conversely, a very high value will make a poorly trained model. [44].

4. Evaluation and Discussion

In this section, an experiment is carried out, namely, the evaluation of the 5 machine learning techniques proposed
in section 3.3. For each technique, the noise tolerance is evaluated and analyzed individually, as well as the 12 and
24 hour forecasting results, taking into account the temporal granularity. Furthermore, a comparison of results using
the four techniques is performed to analyze the most accurate technique for indoor temperature forecasting. The
measures used for the evaluation in each of the experiments are Root Mean Square Error (RMSE), Mean Absolute
Error (MAE) and coefficient of determination (R?).

4.1. Metrics

In assessing the quality, robustness and accuracy of the models, the following metrics are used, where y; is the
real data for instance i, p; is the forecast for instance i and N is the total number of forecasted instances. :

— Coefficient of determination (R?):This coefficient focuses on analyzing the differences between the output
variable and the predictor variable. Its possible range of values is between 0 and 1, with the best models being
those with a coefficient closer to 1 [45].

(XN, 0i—9)(pi— D))

R =
Y i =92 LN (pi—p)>

ey

— Root mean square error (RMSE): This value measures the amount of error between two sets of data. In other
words, it compares a predicted value and an observed or known value. It is calculated as the square root of a
variance. RMSE can be interpreted as the standard deviation of the unexplained variance, and has the useful
property of being in the same units as the response variable. Lower values of RMSE indicate a better fit. [46].

RMSE = 2)

— Mean absolute error (MAE): This value is a measure of the difference between two continuous variables.
Considering two sets of data (some calculated and some observed) related to the same phenomenon, the mean
absolute error is used to quantify the accuracy of a prediction technique. [46].

¥ i — pil
N

MAE = 3)

=W N

o 0 g o

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51



@ J oy U W N

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51

J. Morales-Garcia et al. / Evaluation ML-models climate control Smart Greenhouses 9
4.2. Machine learning model evaluation

This section shows the results of the different ML techniques for all datasets previously described in Table 1.
These results are broadly discussed in Section 4.

Forecasting period 12h 24h

Datasets RZ, RMSE,, MAE,, RZ, RMSE,, MAE,,
CLEAN-DS-15-SUMMER 0.1969.000 | 3-691p000 | 2.6250.000 | 0.6750.000 | 5.549.000 | 4.4460.000
CLEAN-DS-15-WINTER 0.1219.000 3.0240.000 2.6970.000 0.334¢.000 3.3160.000 2.9230.000
CLEAN-DS-30-SUMMER 0.0229000 | 3-1440000 | 2.3660.000 | 0.7940000 | 4.9550.000 | 4-1080.000
CLEAN-DS-30-WINTER 0.003p.000 | 34340000 | 3-018p.000 | 0.2980.000 | 3-3290.000 | 2-9400.000
CLEAN-DS-60-SUMMER 0.1619000 | 32350000 | 2.709.000 | 0.859%.000 | 3-579%.000 | 3-1640.000
CLEAN-DS-60-WINTER 0.021¢.000 1.701¢.000 1.524¢.000 0.914¢.000 1.6570.000 1.334¢.000
DIRTY-DS-15-SUMMER 0.193p.000 | 3-6250000 | 2.621p000 | 0.6740000 | 5-3920.000 | 4-3230.000
DIRTY-DS-15-WINTER 0.121¢.000 3.1100.000 2.7730.000 0.3350.000 3.3420.000 2.9400.000
DIRTY-DS-30-SUMMER 0.0219000 | 31560000 | 24200000 | 0.7670.000 | 4.9150.000 | 4.0830.000
DIRTY-DS-30-WINTER 0.0009.000 3.5060.000 3.0760.000 0.2780.000 3.3810.000 2.9990.000
DIRTY-DS-60-SUMMER 0.1609.000 | 32400000 | 2.7260.000 | 0.859%.000 | 3-5820.000 | 3-1710.000
DIRTY-DS-60-WINTER 0.023p000 | 1.7230.000 | 1.529.000 | 0.911¢.000 1.6650.000 1.335¢.000
SMOOTH-DS-15-SUMMER | 0.1499000 | 3.6150000 | 2.6030.000 | 0.7330000 | 5-5180.000 | 4-4480.000
SMOOTH-DS-15-WINTER 0.1179000 | 2-8350.000 | 24630000 | 0.3250.000 | 3267 0.000 | 2-8430.000
SMOOTH-DS-30-SUMMER | 0.058p.000 | 2.85lp000 | 2.129.000 | 0.9240000 | 42180000 | 3-5440.000
SMOOTH-DS-30-WINTER 0.0000.000 | 2.7370.000 | 23130000 | 0.6240000 | 2.6470.000 | 2-2250.000
SMOOTH-DS-60-SUMMER | 0.1649000 | 3.2400000 | 2-5130.000 | 0.9000.000 4.183¢.000 3.5620.000
SMOOTH-DS-60-WINTER 0.0269.000 | 1.981p.000 | 1.7350.000 | 0.8740.000 | 2.1170.000 1.7099.000

Table 2

Results of the AR technique, values in the sub-index indicate the standard deviation obtained after the repetition of each experiment. R? (coeffi-
cient of determination), RMSE (root mean square error) and MAE (mean absolute error) are the metrics used in the results acquisition. RMSE
and MAE are measured in degrees Celsius (°C).

Table 2 shows the results obtained for all datasets using the AR model. Before going any further, it is important to
highlight that the AR model is a technique that has no random components, and thus the standard deviation must be
zero. The AR model obtains the worst results in terms of R? for all targeted ML techniques. However, the RMSE and
MAE values maintain their values at a reasonable threshold; i.e. around 3°C error. The best result is obtained with
the CLEAN-DS-60-WINTER and DIRTY-DS-60-WINTER datasets, reaching RMSE and MAE figures of around
1.7°C and 1.5°C respectively. It is also important to note that the 24-hour forecast obtains better metrics with respect
to R? and maintains the values in MAE and RMSE.

Table 3 shows the results obtained for all datasets using the ARIMA model. Before going any further, it should be
remembered that since it is a technique that has no random components, the standard deviation is zero like in the AR
case. On the other hand, the ARIMA model obtains results that are not very stable for certain datasets. In general,
it obtains more accurate results for the 24-hour forecast than for the 12-hour forecast and has a lower RMSE and
MAE for CLEAN-DS-60-WINTER and DIRTY-DS-60-WINTER datasets, the error being around 1.4°C and 1.6°C.

Table 4 shows the results obtained for all datasets using the KNNR model. Before going any further, it should
be noted that this is a technique using an instance-based learning model and has no random component, so the
standard deviation is again zero. Regarding the results, KNNR obtains stable models, with few differences between
12-hour and 24-hour forecasting accuracy metrics. In addition, the best result in both MAE and RMSE is shown
by forecasting 12-hours using the CLEAN-DS-15-WINTER dataset, obtaining RMSE and MAE values of 1.241°C
and 1.021°C respectively.

Table 5 shows results obtained for all datasets using the RFR model. This technique obtains very satisfactory
results with an RMSE and MAE below 0.5°C for all datasets; i.e. DIRTY, CLEAN and SMOOTH datasets. The
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Forecasting period 12h 24h

Datasets RZ, RMSE,, MAE,, RZ, RMSE,, MAE,,

CLEAN-DS-15-SUMMER 02450000 | 115480000 | 8.0550000 | 0.3070.000 | 27.5470.000 | 22.4350.000
CLEAN-DS-15-WINTER 02700000 | 9.0800000 | 7.6700000 | 0.0360.000 | 38.0070.000 | 27.8820.000
CLEAN-DS-30-SUMMER 02430000 | 122400000 | 87280000 | 0319000 | 284960000 | 23.3740.000
CLEAN-DS-30-WINTER 02460000 | 44919000 | 2.5640000 | 0.1040000 | 7.73%.000 | 6.1010.000
CLEAN-DS-60-SUMMER 0. 1030_000 4.4300_()00 2.6230_0()0 0.5590_000 6.0680_()0() 4.9390_000
CLEAN-DS-60-WINTER 0.0110000 | 1.4700.000 1.3220000 | 0.93%.000 | 1.429.000 1.1690.000
DIRTY-DS-15-SUMMER 0.2440_000 11.1420_()()() 7.772()_()()0 0.3150_0()() 25.840()_00() 21.1400.()00
DIRTY-DS-15-WINTER 02700000 | 222580000 | 18.159.000 | 0.0380.000 | 83.8340.000 | 63.2020.000
DIRTY-DS-30-SUMMER 0.0330.000 | 44340000 | 34350000 | 0.2260000 | 6.6960000 | 5.709.000
DIRTY-DS-30-WINTER 02540000 | 5.6630000 | 3.5020000 | 0.0930000 | 10.7700.000 | 8.7810.000
DIRTY-DS-60-SUMMER 0.1220000 | 42940000 | 2.6450000 | 0.5960000 | 5.8030.000 | 4.7630.000
DIRTY-DS-60-WINTER 0.0030.000 | 1.9220.000 1.6730000 | 0.8800000 | 1.6740.000 1.3410,000
SMOOTH-DS-15-SUMMER | 0.2499000 | 2.3260.000 1.6919000 | 0.191g.000 | 18.5950.000 | 11.4730.000
SMOOTH-DS-15-WINTER | 02690000 | 4.1260000 | 24160000 | 0.029000 | 89110000 | 7.1320.000
SMOOTH-DS-30-SUMMER | 0.2380000 | 9-8140000 | 6.5270000 | 0.3470.000 | 21.4230.000 | 17.5350.000
SMOOTH-DS-30-WINTER | 02150000 | 3.9660000 | 2219000 | 0.2330.000 | 6.3960000 | 4.8240.000
SMOOTH-DS-60-SUMMER | 0.0320000 | 4.111g000 | 2.679.000 | 04900000 | 62470000 | 5.1810.000
SMOOTH-DS-60-WINTER | 0.0400000 | 1.8280.000 1.5800.000 | 0.901g000 | 2.0550.000 16400000

Table 3

Results of the ARIMA technique, values in the sub-index indicate the standard deviation obtained after the repetition of each experiment. R?
(coefficient of determination), RMSE (root mean square error) and MAE (mean absolute error) are the metrics used in the results acquisition.
RMSE and MAE are measured in degrees Celsius (°C).

worst-performing dataset for any preprocessing is the summer dataset with a time granularity of 60 minutes. Despite
delivering worse results, we still have an RMSE and MAE of around 1°C.

The analyses of the results were statistically validated using Friedman’s test [47] for two-to-two comparisons
with the results of Friedman’s test before being adjusted with Dun Bonferroni’s post hoc test [48]. In the statistical
tests, the MAE value was used. The first statistical analysis was carried out to find out whether there are significant
differences between the 12-hour and 24-hour forecasts. This analysis indicates with a confidence level of 95% that
there are no significant differences between the techniques when forecasting at 12 and 24 hours.

4.3. Discussion

Analysing whether there are significant differences between the results when considering the type of pre-
processing, the Bonferroni test indicates that with a 95% confidence level, there are significant differences between
results achieved by ML methods with DIRTY and SMOOTH datasets and between CLEAN and SMOOTH datasets,
with p-values of 0.001 and 0.0 respectively. However, there are no significant differences between the results when
using DIRTY and CLEAN datasets. This suggests that our DIRTY dataset is good enough and does not need any
additional preprocessing to obtain good forecasting accuracy.

Table 6 shows the results of the p-values and the p-values adjusted with the Bonferroni test to identify whether
there are significant differences between the different techniques. Only p-values with significant differences are
shown. The statistical tests indicate with a 95% confidence level that, for the MAE value, the best performance is for
the KNNR and RFR techniques, as there are no significant differences between them. The RFR technique obtains
better results, i.e. lower MAE, than the other techniques (ARIMA and AR).

Results achieved by all targeted ML techniques are satisfactory and their performance is stable and robust. How-
ever, there are some techniques that perform better in the general scenario. In particular, the worst performing tech-
niques are the autoregressive methods; i.e. the AR and ARIMA techniques falling a long way short of the KNN
and RFR, which perform much better in this case. In general terms, the MAE and RMSE error metrics are around
1-1.5°C, except for RFR where the result is a little lower, obtaining a small standard deviation and error values
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Forecasting period 12h 24h

Datasets RZ, RMSE,, MAE,, RZ, RMSE,, MAE,,
CLEAN-DS-15-SUMMER 0.7710.000 | 3-4850.000 | 2.7360.000 | 0.7880.000 | 3.9380.000 | 3-421¢.000
CLEAN-DS-15-WINTER 0.979%.000 | 1.241p000 | 1.021p000 | 0.9730000 | 1.4700.000 | 1.1510.000
CLEAN-DS-30-SUMMER 09110000 | 3-2580.000 | 2-4720.000 | 0.8500.000 | 3-8130.000 | 3-2850.000
CLEAN-DS-30-WINTER 0.9920000 | 1.403p000 | 1.1330p000 | 0.9660000 | 1.639.000 | 1.2470.000
CLEAN-DS-60-SUMMER 0.8870.000 3.211¢.000 2.4700.000 0.8600.000 3.7480.000 3.2340.000
CLEAN-DS-60-WINTER 0.9640000 | 1.3470000 | 1.0199000 | 0.9540000 | 1.6620000 | 1.2010.000
DIRTY-DS-15-SUMMER 0.7970.000 3.4740.000 2.6890.000 0.7930.000 3.9270.000 3.3940.000
DIRTY-DS-15-WINTER 0.9720000 | 1.2440.000 | 0.9800000 | 0.9700000 | 1.4880.000 | 1.1470.000
DIRTY-DS-30-SUMMER 0.912¢.000 3.2590.000 2.4570.000 0.8500.000 3.8080.000 3.2730.000
DIRTY-DS-30-WINTER 0.9919.000 | 1.3660000 | 1.1040000 | 0.9680000 | 1.6480.000 | 1.2490.000
DIRTY-DS-60-SUMMER 0.919.000 | 3:219.000 | 24660000 | 0.8580.000 | 3-7920.000 | 3-2680.000
DIRTY-DS-60-WINTER 0.9580.000 | 1.3450.000 | 1.0240000 | 0.9470000 | 1.6930.000 | 1.2210.000
SMOOTH-DS-15-SUMMER | 0.8600000 | 3-3299.000 | 2-6570.000 | 0-8330.000 | 3-8860.000 | 3-3960.000
SMOOTH-DS-15-WINTER 0.9619000 | 1.3970.000 | 1.1050000 | 0.9630000 | 1.5910.000 | 1.2140.000
SMOOTH-DS-30-SUMMER | 0.935p000 | 3.1080.000 | 24930000 | 0-879.000 | 3.7340.000 | 3-2840.000
SMOOTH-DS-30-WINTER 0.9300.000 | 1.508p.000 | 1.1650000 | 0.9460000 | 1.8170.000 | 1.3580.000
SMOOTH-DS-60-SUMMER | 0.9349000 | 3.0650.000 | 2-5400000 | 0.9170.000 | 3-8620.000 | 3-4100.000
SMOOTH-DS-60-WINTER 0.839.000 | 1.959%.000 | 1.7550.000 | 0.9050000 | 2-2670.000 | 1.8210.000

Table 4

Results of the KNNR technique, values in the sub-index indicate the standard deviation obtained after the repetition of each experiment. R?
(coefficient of determination), RMSE (root mean square error) and MAE (mean absolute error) are the metrics used in the results acquisition.
RMSE and MAE are measured in degrees Celsius (°C).

below 1°C. It is also important to note that most techniques do not show large differences between the 12-hour and
24-hour forecasting.

Regarding the dataset curation procedure impact on performance of ML methods, results obtained by using
DIRTY and CLEAN datasets are very similar. The CLEAN dataset may offer slightly better performance in ML
techniques, while The SMOOTH dataset always offers worse performance than its counterpart version (i.e., CLEAN
and DIRTY) because the Kalman filter used removes relevant information that is necessary for these methods to
learn and hence the results are more unstable and with a greater forecasting error.

It is also important to note that datasets evaluated in winter always perform better than those evaluated during the
summer. This is due to the exponential variation and increase in summer temperatures within a short time. When
temperatures are moderate, ML techniques perform very well, but when they are very high, the techniques result
in a greater error. This is not a relevant problem, since in greenhouses the indoor temperatures to be forecasted are
moderate and in these cases the techniques perform very satisfactorily.

Summing up, the RFR technique can be considered the best performer for forecasting temperature at both 12 and
24 hours. In addition, the SMOOTH curation procedure performs worse in all ML techniques than the other two
curation procedures (DIRTY and CLEAN), whose results do not differ significantly. Taking this into account, we
conclude that it is not necessary to perform preprocessing of the data to obtain good forecasting accuracy, this is to
obtain low prediction error.

Finally, it is important to note that this work uses a methodology that can be applied independently of the technol-
ogy or techniques used. In this methodology, the main steps consist of obtaining a data collection, initially to create
a history of the data and subsequently to carry out analysis and inference. After having the information collection
system, it is important to have a pre-processing method to ensure the quality of the data. Subsequently, analysis
techniques and pattern extraction from the data are interesting to obtain information for decision making by ML
models. Lastly, once the best prediction model and the best granularity of both temporal and long-term prediction
have been analysed, such a model could then be implemented in a decision support system.
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Forecasting period 12h 24h

Datasets RZ, RMSE,, MAE,, RZ, RMSE,, MAE,,
CLEAN-DS-15-SUMMER 0.9000050 | 3.-183¢p.181 | 2.1160.132 | 0.8720035 | 3.6720.115 | 2.9610.088
CLEAN-DS-15-WINTER 0.9299016 | 1.6360.100 | 1.41400s57 | 0.9299.021 1.7080.187 | 1.3390.123
CLEAN-DS-30-SUMMER 0.9640.007 | 2.6280.062 1.8550.050 | 0.9390.008 | 3.1950019 | 2.671¢018
CLEAN-DS-30-WINTER 0.9319003 | 14310019 | 1.1770.023 | 0.9540.001 1.6260.006 | 1.2430.000
CLEAN-DS-60-SUMMER 09710012 | 23770247 | 1.7010.115 | 09429016 | 2.8200.135 | 2.3660.034
CLEAN-DS-60-WINTER 0.9660.003 | 1.111g0s1 | 0.7880p.024 | 0.9670003 | 1.3730.030 | 0.9560.021
DIRTY-DS-15-SUMMER 0.8600.081 | 32730215 | 2.1730.171 | 0.8570.04a | 3.7190.101 | 2.9980.081
DIRTY-DS-15-WINTER 0.9540.011 1.661p079 | 1.3990.038 | 0.9280p016 | 1.7720.158 | 1.3680.099
DIRTY-DS-30-SUMMER 0.931p016 | 2.8580p.193 | 1.981p145 | 09130020 | 3-3320.126 | 2-7580.092
DIRTY-DS-30-WINTER 0.8980.019 | 1.5460072 | 1.299075 | 0.9429005 | 1.7040.037 | 1.3320.045
DIRTY-DS-60-SUMMER 0.9660.002 | 2.0700038 | 1.521p022 | 0.9600001 | 2-6280.025 | 2-2250.020
DIRTY-DS-60-WINTER 0.9720007 | 0.9150095 | 0.7050085 | 0.9740003 | 1.131p.071 | 0.8290.057
SMOOTH-DS-15-SUMMER | 0.899¢.103 | 24379596 | 1.711p310 | 0.92400s9 | 2.9760363 | 2.4540238
SMOOTH-DS-15-WINTER 0.901p018 | 1.6070089 | 1.4130p0ss5 | 0.9340014 | 1.7370.100 | 1.4100.0s56
SMOOTH-DS-30-SUMMER | 09179024 | 2.8500.175 | 1.991p.091 | 0.9070.020 | 3.1910.195 | 2.6500.124
SMOOTH-DS-30-WINTER 0.7819.037 | 1.691p.126 | 1.3550.103 | 0.879.020 | 1.6230.127 | 1.2670.093
SMOOTH-DS-60-SUMMER | 0.9419004 | 2.9770.048 | 22500020 | 0.9170.006 | 3-6250.065 | 3.0620.042
SMOOTH-DS-60-WINTER 0.8930.000 | 1.5930.031 1.1680p.019 | 09100006 | 1.9350.108 | 1.3990.082

Table 5

Results of the RFR technique, values in the sub-index indicate the standard deviation obtained after the repetition of each experiment. R?
(coefficient of determination), RMSE (root mean square error) and MAE (mean absolute error) are the metrics used in the results acquisition.
RMSE and MAE are measured in degrees Celsius (°C).

RRF-ARIMA | RRF-AR | KNN-AR

p-value 0.000 0.000 0.000
p-value adj. 0.000 0.000 0.001
Table 6

Results of the paired Friedman’s statistical test (p-value row) and p-value adjustment with the Bonferroni test to find the best performing
techniques.

5. Conclusion and Future Work

Intelligent agriculture in greenhouses is currently a highly researched topic. This is due to the fact that its applica-
tion encompasses different factors including cost optimization, resource optimization as well as increased sustain-
ability. In this work, we tackled the problem of forecasting the indoor temperature in the greenhouse in advance,
armed with the knowledge of the temperatures for previous time slots. This was done by applying machine learning
techniques to find the most accurate models, with the lowest error, when predicting the temperature 12 and 24 hours
in advance. In addition, we also performed three types of data preprocessing to analyse the best of them, always
aiming to improve the quality of the data and indirectly the accuracy of the models. After data preprocessing, a total
of 5 machine learning techniques were evaluated to analyse the best indoor temperature forecasting model for the
greenhouse. After collecting and processing the results, a statistical analysis was carried out which concludes that
preprocessing the data does not improve the results, i.e. that the forecasts at 12 and 24 hours are equally reliable and
that the technique which obtains the best results is Random Forest Regressor.

As for future work, we have the possibility of including new variables to reduce the temperature forecasting error
by creating multivariate models, as well as making use of the actuators that optimize the greenhouse temperature in
these forecasts,.
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